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\textbf{A B S T R A C T}

Anomaly detection in sentiment analysis refers to detecting users’ anomalous opinions, sentiment patterns or special temporal aspects of such patterns. Users’ emotional state extracted from social media contains business information and business value for decision making. Social media platforms, such as Sina Weibo or Twitter, provide a vast source of information, which include user feedbacks, opinions and information on most issues. Many organizations also leverage social media platforms to publish information about events, products, services, policies and other topics frequently, analyzing social media data to identify abnormal events and make decisions in a timely manner is a beneficial topic. This paper adopts the multivariate Gaussian distribution with the power-law distribution to model and analyze the users’ emotion of micro-blogs and detect abnormal emotion state. With the measure of joint probability density value and the validation of the corpus, anomaly detection accuracy of individual user is 83.49% and of different month is 87.84% by this method. Through the distribution test, the results show that individual users' neutral, happy and sad emotions obey the normal distribution, but the surprised and angry emotions do not. Besides, emotions of micro-blogs released by groups obey power-law distribution, but the individual emotions do not. This paper proposes a quantitative method for abnormal emotion detection on social media, which automatically captures the correlation between different features of the emotions, and saves a certain amount of time by batch calculation of the joint probability density of data sets. The method can help the businesses and government organizations to make decisions according to the user's affective disposition, intervene early or adopt proper strategies if needed.

\copyright 2017 Elsevier B.V. All rights reserved.

1. Introduction

According to the 2016 third quarter earnings report\textsuperscript{[1]} released by Sina Weibo, as of September 30, 2016, the monthly number of active users on Weibo has reached 297 million. In September, 2016, the number of active users has reached 132 million, representing an increase of 32% over the same period last year. Micro-blog in the video, travel, sports and other fields have been further developed. In 2016, most of the active users on micro-blog are highly educated, they are the main force of micro-blog, accounting for up to 77.8%, and their emotional states are often characterized by the micro-blogs that they released.

Sina Weibo has a large number of young users, and they are an important part of the main consumer and society. User emotion modeling and anomaly detection on micro-blog is an important field of emotional analysis, which can help the enterprises to make business decisions, help the government to monitor public opinion and public safety through social network, prevent the spread of irrational emotions in social network or even in real world, respond timely to the possible negative incidents to prevent some criminals who attempts to spread rumors\textsuperscript{[2]} through micro-blog

\textsuperscript{\textcopyright} This work was supported by National Natural Science Funds for Distinguished Young Scholar (No. 61203315) and the China Postdoctoral Science Foundation funded project (2015M580532). This work was partially supported by JSPS KAKENHI Grant Number 15H01712. This work was also supported by the Open Project Program of the National Laboratory of Pattern Recognition (NLPR 201407345) and Natural Science Foundation of Anhui Province (1508085QF119).

\textsuperscript{\textast} Corresponding author.
E-mail address: li.g@sjtu.edu.cn (G. Li).

https://doi.org/10.1016/j.jocs.2017.05.029
1877-7503/© 2017 Elsevier B.V. All rights reserved.
of high-precision emotional analysis system. Zhang [9] built an emotional dictionary based on the emotional words and phrases commonly used of emotional factors to recognize and classify the emotion on micro-blog, which achieved good results. Zhao [10] considered the object of a text to improve the emotional classification accuracy to detect the social anomaly, the Twitter text were chose as the sample for testing. by comparing the proportion of negative emotions to observe anomaly in a day, the conclusions are general and could not accurately analyze the specific abnormal event or user. Li [11], who was based on real-time event monitoring framework and system of micro-blog, proposed a rule-based and statistical method, used time series model to monitor anomaly, which proved more effective than the ordinary model. Yin [12] proposed a micro-blog anomaly ranking detection method based on the lifting coefficient, which effectively prevented the artificial manipulation to improve the ranking of micro-blog. Experiments on the simulation data set showed that the method could effectively identify micro-blog anomaly ranking by micro-blog topology.

Anomaly detection methods mentioned above are mainly based on dictionary, text, neural network, time series, statistic, rule and rank, which require a large number of annotated corpus, but the annotations workload are really heavy. In addition, the current methods tend to classify and analyze all the data on a social platform to detect outbreaks or abnormal events from the time aspect, but there is little research on the detection of abnormal emotion for the individual user.

2. Preparation work

2.1. Data processing

In order to detect the abnormal emotion on micro-blog and model users emotion, this paper is divided into three stages: data processing, abnormal emotion detection and user emotion modeling. Data processing stage is introduced in this chapter in detail, abnormal emotion detection will be claimed in the third chapter, and user emotion modeling will be claimed in the fourth chapter.

In the data process stage, through the Internet crawler technology [13], 10,275 micro-blogs of 100 users from May 2011 to May 2016 are collected. The users include writers, stars, network celebrity, students, ordinary people, etc; the original micro-blog texts are marked with the corresponding user id, release time and other useful information. Micro-blogs of an user during a period of time will be classified into 5 types (five-dimensional vector) based on the preliminary work [14], then the number of “neutral, happy, surprised, sad, angry” emotions of user can be obtained. 5 types of micro-blogs are as the variables related to the user’s emotions, and the correlation between the variables and users emotions is researched and modeled. Each type of emotion can be modeled by the single Gaussian model, and the five-dimensional vector of emotions can be modeled by the multivariate Gaussian distribution, through joint probability density (JPD) and a proper threshold [15], the abnormal user or abnormal month can be detected. The corpus annotated with emotions are further processed into two aspects, user and month.

[User: month: emotion category: the number]
[Month: user: emotion category: the number]

From the user aspect is to detect abnormal emotion of a specific user during a period of time; From the month aspect is to see which month appears abnormal users.

2.2. Gaussian distribution

Gaussian distribution is to use the probability density function (normal distribution curve) to accurately quantify things. The Gaus-

---

[3] A considerable amount of data mining research on anomaly detection has been conducted, and this stream has gained considerable interest owing to the realization that anomaly patterns can be detected from large databases through data mining. With the advancement of social media technologies, the ways in which people communicate through their comments, feedback and critiques have dramatically changed. They can post reviews and share their opinions on products, services, policies and other topics through social media platforms. If these emotions or anomalies are undetected or poorly managed, the consequences may be severe, e.g., a business or company whose customers reveal negative sentiments and will no longer support the establishment. Users’ emotion and opinion about product in social media is very important for decision making.

Figs. 1 and 2 are 10,275 micro-blogs collected from 100 users from May 2011 to May 2016, including five types of emotions and the proportion of emotional polarity. From Fig. 2, it's obvious that the negative emotions in social media account for a quite high proportion, which is worthy of attention and concern.

Currently, the methods used for anomaly detection are mostly unsupervised [4] and nonparametric [5]. Lin [6] proposed a unified hybrid model—a factor graph model combined with Convolutional Neural Network to leverage tweet content and social interaction information for stress detection, which improved the detection performance by 6–9% in F1-score. Guzman [7] proposed a scalable and fast on-line method that used normalized individual frequency signals per term and a windowing variation technique, this method reported keyword bursts which can be composed of single or multiple terms, ranked according to their importance. Niu [8] proposed a rule-based and dictionary-based approach, through the experiment, the language features of emotional expression in micro-blogs were discussed, and Niu provided a basis for the establishment of a rule-based method.
Table 1: Features of emotions on micro-blog.

<table>
<thead>
<tr>
<th>Emotions</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Happy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surprised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sad</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Gaussian model consists of the single Gaussian model (SGM) and the multivariate Gaussian model (MGM) [16]. In this paper, the single Gaussian distribution is used to model and visualize each emotion of the users, the multivariate Gaussian distribution is used to model the five-dimensional emotions, which can automatically capture the correlation between the different features of variables.

Fig. 3 is the distribution of the number of specific emotion on micro-blog from a user during 10 months. As shown in Fig. 3, the fitted graph does not exactly match the Gaussian distribution, because the number (N) of data set is small. The fact is that as N increases, it converges quickly to the Gaussian distribution. The single Gauss model can detect abnormal data in a set of data in a certain extent, but it is complex for it to solve the problem with multiple variables.

In Table 1, X1–X5 are 5 features that are considered to be influential for anomaly detection of micro-blog. X1 = “neutral”, X2 = “happy”, X3 = “surprised”, X4 = “sad”, X5 = “angry”. For the original model, these features need to be computed one by one. In this paper, it is assumed that the user’s multidimensional emotion follows the multivariate normal distribution, the association between these features can be captured by the multivariate Gaussian model and the anomalies can be detected by computing the JPD and setting the appropriate threshold.

3. Model

3.1. Anomaly detection

Anomaly detection is the detection of abnormal samples from the data set. Anomaly detection in sentiment analysis refers to detecting users’ abnormal opinions, sentiment patterns or special temporal aspects of such patterns. Users’ emotional state extracted from social media contains business information and business value for decision making. The anomalies detection may be due to sudden sentiment changes hidden in large amounts of text. If these anomalies are neglected or poorly managed, the consequences may be severe. Abnormal cases are very few in anomaly detection. There are three concrete methods for anomaly detection, model-based approach [17], proximity-based approach [18], and density-based approach [19]. Professor Andrew Ng has taken the anomaly detection of aircraft engine [20] as an example to explain the basic principle of density-based anomaly detection:

A variety of factors can influence the aircraft engine and cause the anomalies. Assuming that \( X = \) engine-generated heat, \( Y = \) engine vibration intensity, given a set of data \( D = (D_1, D_2, \ldots, D_n) \). Since the engine anomaly detection is based on two variables to determine, according to the \( (X, Y) \) value, these data points can be plotted on the graph. As shown in Fig. 4, the density of oval points are large, and they are marked as normal points; the rightmost triangle data point are significantly deviated from the normal data group, whose density is much smaller than the oval points, then it is marked as anomaly.

The principle of anomaly detection based on density is that data points that are farther away from the neighboring points (low density) will be marked as outliers [18]. In the experiment, data in low probability density will be considered as anomalies, and then determine whether the user and month that corresponding to the data are abnormal or not.

3.2. Anomaly detection on micro-blog

At present, most of the studies focus on the single Gauss model or the two-dimensional Gauss model, and there are few models or methods that use 3 or more variables in the anomalies detection. In this paper, users’ micro-blog emotions were divided into 5 categories, so that the users’ emotions can be characterized by 5 dimensional variables. The single Gauss distribution can be used for the visualization of each emotional type of micro-blog, and the 5-dimensional Gauss model will be used to solve the problem of abnormal emotion detection.

Given the training set \( \{X^{(1)}_1, X^{(2)}_1, \ldots, X^{(m)}_n\} \), which is a matrix of \( m \times n \); a model \( p(x) \) can be fitted by setting first:

\[
\mu_j = \frac{1}{m} \sum_{i=1}^{m} X^{(i)}_j
\]

\[
\sum_j \frac{1}{m} \sum_{i=1}^{m} (X^{(i)}_j - \mu_j)(X^{(i)}_j - \mu_j)^T
\]

where \( m \) is the number of samples; “\( j \)” is from 1 to \( n \), and \( n \) is the number of variables. \( \mu \) (\( n \)-dimensional) is the mean of each column vector, and \( \sum_j \) is the covariance matrix. Given an example \( x^{(i)} \) (5-dimensional variable), the JPD of \( x \) can be calculated as follows:

\[
p(x) = \frac{1}{(2\pi)^{\frac{5}{2}} | \Sigma |^{\frac{1}{2}}} \exp\left[ -\frac{1}{2} (x^{(i)} - \mu)^T \Sigma^{-1} (x^{(i)} - \mu) \right]
\]
to analyze if counted in a day or in a week, data is collected and computed monthly in this paper. After the semi-automatic annotation of the micro-blogs, a five dimensional data set: (number of neutral emotion, number of happiness, number of surprise, number of sadness, number of anger) will be obtained. Through batch calculation of the JPD of the data, a threshold is used on the test set, if the JPD value of a sample on the test set is smaller than the threshold, then it will be marked as abnormal. The threshold selection and accuracy of the detecting method are two main parts of the experiments. Finally, the K-S test [23] is used to detect the distribution of the group emotion on micro-blog, which models the users’ social emotion from the groups aspect.

### 4.1. Joint probability density

The data in Table 2 is collected from user12 among the 100 users, the column 2 to the column 6 is the number of five micro-blog emotions of this user. It can be seen from the table that most JPD values (the last column) of each month are from 1E–03 to 1E–04, but the JPD of the data in May 2013 is 3.40E–06, which is significantly smaller than that of other groups, which is marked as the abnormal case.

Fig. 6 is the original micro-blogs of the corresponding user of Table 2, it can be seen that in May 2013, the user’s mood does appear “tired, insomnia” and other abnormal states.

In Table 3, most of the JPD values are also from 1E–03 to 1E–04, but there are 4 shadowed data that are smaller than the others. It is obvious that these data far less than the other values will be labeled as suspected anomalies.

Fig. 7 is the original micro-blogs of the corresponding month of Table 3, in May of 2016, the user 19 and user20 appeared “sad, poor, forget the past, give up” and other abnormal emotional states.

### 4.2. Threshold selection and accuracy

For further verification of this method and improvement of accuracy, total 10,275 micro-blogs are processed into 1700 data sets, in which 500 data sets are as cross validation set, 1200 data sets are as test set; by observation and comparison, 3 suitable thresholds are chose on the cross validation set. Different thresholds will get different accuracies, and the threshold related to the highest accuracy will be selected for the test set.
Fig. 6. Verification of abnormal emotional text (user12).

Table 3
JPD of months (May, 2016).

<table>
<thead>
<tr>
<th>May, 2016</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>JPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>User1</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.41E−05</td>
</tr>
<tr>
<td>User2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6.50E−04</td>
</tr>
<tr>
<td>User3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3.21E−03</td>
</tr>
<tr>
<td>User4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2.71E−03</td>
</tr>
<tr>
<td>User5</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3.01E−03</td>
</tr>
<tr>
<td>User6</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4.72E−03</td>
</tr>
<tr>
<td>User7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2.93E−03</td>
</tr>
<tr>
<td>User8</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2.93E−03</td>
</tr>
<tr>
<td>User9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3.21E−03</td>
</tr>
<tr>
<td>User10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>9.26E−04</td>
</tr>
<tr>
<td>User11</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4.72E−03</td>
</tr>
<tr>
<td>User12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3.21E−03</td>
</tr>
<tr>
<td>User13</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9.26E−04</td>
</tr>
<tr>
<td>User14</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.72E−03</td>
</tr>
<tr>
<td>User15</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.15E−03</td>
</tr>
<tr>
<td>User16</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.61E−03</td>
</tr>
<tr>
<td>User17</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.61E−03</td>
</tr>
<tr>
<td>User18</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.61E−03</td>
</tr>
<tr>
<td>User19</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.61E−03</td>
</tr>
<tr>
<td>User20</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.61E−03</td>
</tr>
<tr>
<td>User21</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.15E−03</td>
</tr>
</tbody>
</table>

Fig. 7. Verification of abnormal emotional text (May, 2016).

Table 4
Cross validation results based on users.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>CVS</th>
<th>TP</th>
<th>FP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E−04</td>
<td>36</td>
<td>29</td>
<td>7</td>
<td>80.56%</td>
</tr>
<tr>
<td>4E−05</td>
<td>36</td>
<td>32</td>
<td>4</td>
<td>88.89%</td>
</tr>
<tr>
<td>1E−05</td>
<td>36</td>
<td>27</td>
<td>9</td>
<td>75%</td>
</tr>
</tbody>
</table>

Table 5
Cross validation results based on months.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>CVS</th>
<th>TP</th>
<th>FP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E−05</td>
<td>36</td>
<td>30</td>
<td>6</td>
<td>83.33%</td>
</tr>
<tr>
<td>1E−06</td>
<td>36</td>
<td>32</td>
<td>4</td>
<td>88.89%</td>
</tr>
<tr>
<td>1E−07</td>
<td>36</td>
<td>31</td>
<td>5</td>
<td>86.11%</td>
</tr>
</tbody>
</table>

“TP” is true positive (marked as abnormal, the actual data is abnormal), “FP” is false positive (marked as abnormal, the actual data points is normal). From Table 4, 1E−04, 4E−05, 1E−05 are chose for the cross validation set based on users, when the threshold is 4E−05, the accuracy of anomaly detection is 88.89%, which is the highest among the 3 thresholds. From Table 5, 1E−05, 1E−06, 1E−07 are chose for the cross validation set based on months, when the threshold is 1E−06, the accuracy of anomaly detection is 88.89%, which is the highest among the 3 thresholds. Through the experiment on the cross validation set, the threshold of different user is set to 4E−05; the threshold of different month is set to 1E−06.

Table 6
Accuracy based on users.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Test data</th>
<th>TP</th>
<th>FP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>4E−05</td>
<td>109</td>
<td>91</td>
<td>18</td>
<td>83.49%</td>
</tr>
</tbody>
</table>

Table 7
Accuracy based on months.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Test data</th>
<th>TP</th>
<th>FP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E−06</td>
<td>74</td>
<td>65</td>
<td>9</td>
<td>87.84%</td>
</tr>
</tbody>
</table>

In order to evaluate the method proposed, the method is compared with the other three existing methods. Fig. 8 shows the anomaly detection accuracy of existing three methods and the proposed method, NMF (nonnegative matrix factorization) gets the low accuracy, about 51%. The real-time monitoring [11] method gets the accuracy of 73.33%, whose accuracy is not high, but the advantage of this method is that the detection is dynamic and real-time. SSDM [24] gets the accuracy of about 85.2%, compared with the former methods, it is greatly improved, but the method is for the Twitter spam detection, Chinese micro-blog is more complicated to deal with than the Twitter text, and the anomalies are more difficult to detect due to the diversity and concealment of Chinese. In this paper, the JPD value is introduced to quantify the
4.3. User emotion modeling

User’s five categories of micro-blogs of each month can be seen as a five-dimensional matrix, the data of each dimension is tested and verified whether they are subject to Gaussian distribution or not. According to K-S test, as shown in Tables 8 and 9, VAR1–VAR5 represent “neutral, happy, surprised, sad, angry” five variables. Asym. Sig. (bilateral) is the $P$-value, which is generally set to a threshold value as 0.05, when $P$-value is larger than 0.05, the data can be assumed to be a normal distribution; otherwise, the original hypothesis (the data is subject to the normal distribution) is rejected. For the individual user and group users, the K-S test is separately used and obtained the results as the following tables:

Table 8 is the K-S test of an individual user, as the table shows, $P$-value of “neutral, happy and sad” types are bigger than 0.05, consistent with previous assumption, but “surprised” and “angry” emotions are not subject to the normal distribution, because these two emotions have the characteristic of outburst. Table 9 is the K-S test results of group (100 users), for each type of micro-blogs, finding that the $P$-value is less than 0.05, indicating that the emotion of group on micro-blog is not subject to the normal distribution.

In fact, the micro-blog sentiment of the group tends to satisfy another exponential distribution: power law distribution [25], which is a famous and widespread social phenomenon, also known as long-tail distribution. This paper makes an experiment and verification for this inference: setting $x$ as the abscissa, $x$ is the number of each type of micro-blogs of all users in a month, and setting the frequency of $x$ as the vertical axis, these data can be fitted by matlab.

Fig. 9 shows the original distribution of a set of data. The row data is close to the long-tailed distribution shape, after taking the logarithm of row data, the log data is obtained, which approximates a straight line as shown in Fig. 10. Finally, the residual sum [26] is used to evaluate the reasonableness of the distribution. The smaller the residual sum, the more likely the power-law distribution of the set of data can be considered. The distributions of all users' micro-blogs of every month are tested in this experiment, which proves that the distribution of group's emotion on micro-blog is subject to the power-law distribution.

5. Discussion

In the beginning of this paper, we assumed that the micro-blog emotions of users obey normal distribution, and a model for user emotion and anomaly detection on social media was researched in this paper. Through experiments and analysis of real data, some inferences are also obtained as the following:

- Emotions such as “neutral, happy, sad” of micro-blog are subject to the normal distribution.
- Emotions such as “surprised, angry” of micro-blog are explosive and not subject to the normal distribution.
- Group emotions on micro-blog are not subject to the normal distribution, they tend to satisfy another index distribution: power-law distribution.
The innovative point of the Gauss model is that the emotion on micro-blog is 5-dimensional in this paper, this method can automatically capture the correlation between different features of variables and model the multiple emotions well. Besides, through the batch calculation of JPD of the samples, the anomaly detection can be detected quantitatively.

There are also two aspects need to be improved in this paper, one is due to the sparseness of micro-blog data of each user, the abnormal emotion of individual user can only be detected in a month or in a week at present, if the data is enough, the method can model emotions and detect anomaly on micro-blog in a day, but the abnormal user in a certain period on micro-blog can be detected timely. Another is that the time performance need improvement, the threshold selection is still a time-consuming process, we compensate for this by batch computing the JPD of the data sets, thus saving a part of the time.

6. Conclusion

This paper makes a study on the users emotion modeling and abnormal emotion detection on social media. The multivariate Gaussian model and joint probability density are introduced to detect abnormal users emotions of user on micro-blog. Results show that the accuracies of abnormal detection are 83.49% and 87.84% according to the user and month respectively. The experiment also shows that the “neutral, happy, sad” emotions of the individual user are subject to the normal distribution through the K-S test, while the “surprised, angry” emotions are not, and the emotion of micro-blogs released by group is subject to power-law distribution, while the individual user is not. This paper combines multivariate Gaussian model with joint probability density to detect anomalies on social media, and proposes a relatively comprehensive approach to model user and group emotions, which are meaningful to detect the abnormal emotion, monitor the public security and help the enterprise to make the reasonable business decision.
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