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Abstract

During the last decade, cloud-technology has presented considerable opportunities for high-performance computing (HPC). In addition, technical computing data centers have been able to maximize their return on investment (ROI). HPC system managers can leverage the benefits of a cloud model for their traditional HPC environments to improve scalability, simplify service access, accelerate collaboration or funding, enable pay-for-use, and improve efficiency. Many HPC clouds assume the form of private Infrastructure as a Service (IaaS). In practice, private cloud users may strategically misreport task values in order to achieve a high profit, and thus cloud providers cannot simply maximize the sum of allocated users’ value, which is called social welfare. For this reason, designing a mechanism that reveals the truthful value of users with a concern for both random arrival tasks and maximizing social welfare is necessary. In this study, a model of an online mechanism for virtual machines allocation is built, a preemptive online mechanism is proposed, the truthfulness is proved, a competitive ratio is given, and several simulations are conducted using real tasks from a data center. The total values and completed tasks are compared to the online and offline allocations, respectively, according to different capacity. The simulations reveal that our mechanism is more efficient than the offline mechanism.
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1. Introduction

Cloud computing has been employed by HPC and technical computing data centers to maximize return on investment (ROI). HPC system managers can leverage the benefits of a cloud model for their traditional HPC environments in order to improve scalability, simplify service access, accelerate collaboration or funding, enable pay-for-use, and improve efficiency. Many HPC clouds assume the form of private Infrastructure as a Service (IaaS). In private clouds, fixed price is easy to understand and primarily employed, but it is not economically efficient. By contrast, auction-based mechanisms are feasible solutions for virtual machines (VMs) allocation in clouds. An example of an auction-based VMs allocation mechanism is spot instances in Amazon EC2 [1]. This study focuses on auction-based mechanisms for cloud VMs allocation.

Most research has focused on resource allocation in offline situations, which do not consider the users’ random arrival and departure at any time over a long period. Users often arrive randomly and must leave at a particular moment, which can be described as the users’ lifetime. If sufficient cloud resources are allocated to the users in their lifetime, they can obtain a value that expresses payoff when a task is completed. This value is a user’s private information. Our online mechanism is an appropriate response to the aforementioned situations. Designing a VMs allocation mechanism in a private cloud that maximizes the total value of the users is our primary challenge because of self-interested users and their random arrival.

In this study, we present a truthful preemptive VMs allocation online mechanism, and compare our mechanism with the optimal offline mechanism through experiments. Results reveal a good actual competitive ratio. In addition, we analyze the relationship between the performance and resource capacity. Our main contributions are the following: our online mechanism addresses the actual situation of a private cloud; truthfulness, which is the most important property, is satisfied; and the social welfare is high by the real data simulations.

This study is organized as follows. Related studies are described in Section 2. Section 3 describes our modeling of the preemptive VMs allocation online mechanism in cloud. Section 4 describes our online mechanism, for which we prove its truthfulness. In addition, allocation and payment algo-
rithms are described. Section 5 describes the numerical experiments conducted to evaluate the performance of our online mechanism. We conclude this study in Section 6.

2. Related Work

A mechanism comprises a group of rules used for an aggregative outcome in which the participants are self-interested with the private information about their preferences. Mechanism design aims to identify the good system-wide means to obtain true participant preferences regarding outcomes. A mechanism is mainly used in the field of microeconomics and resource allocation. It is also used in distributed artificial intelligence and communication networks. In [2], a VCG-Kelly mechanism for allocating network resources was designed in which heterogeneous Internet traffic such as file transfers and real-time streams are regarded as flows. In [3], a mechanism for auctioning bundles of multiple divisible goods in a network was proposed and the weak Nash implementation for social-welfare maximizing allocation was proved. The study in [4] proposed a hierarchical auction model for network resource allocation in which the equivalent outcome was implemented and the efficient Nash equilibrium was proved. In [5], a double-sided auction market framework to address the challenges of decentralized complex node interactions was introduced. Its purpose was to employ bidding and charging strategies to maximize the social welfare.

Resource management and allocation have been considered a major problem in parallel and distributed systems for data-intensive applications, energy efficiency, massive simulations, and so on [7, 8, 9, 10]. The study in [6] considered that selfish users in a cloud environment may strategically compete for resources with others to maximize their own benefits. However, because this depresses overall system performance, a stochastic solution for allocation and payment outcomes was proposed to enforce cooperation and achieve efficient resource utilization in non-cooperative cloud systems. The study in [11] suggested three types of mechanisms: cloud-dominant strategy incentive compatible, cloud-Bayesian incentive compatible, and cloud optimal in order to prove or negate separately cloud resource procurement, incentive compatibility, budget balancing, and individual rationality. The study in [12] proposed a family of truthful greedy mechanisms for the allocation of bundles of VM instances, which is viewed as a multiple-units combinatorial auction, by formulating the VMs provisioning and allocation problem in
clouds as an integer programming. Other studies on mechanism design of VMs provisioning in a cloud environment are provided in [13][14][15][16].

Some studies have examined cases in which resource allocation has been solved by means of online mechanisms. For example, as plug-in hybrid electric vehicles have become more widespread, their charging must be coordinated because of electric grid capacity constraints. Model-free online mechanisms have been designed to guarantee truthfulness by occasional burning at each time step or departure [17][18]. In one study, a model-based pre-commitment mechanism was designed by modifying a well-known online algorithm consensus, and it achieved greater than 93% of the offline optimal [19]. Additional information about online mechanisms is provided in [20].

Some online mechanism frameworks applied to cloud computing have been built in [21][22]. In [23], a non-preemptive online mechanism for provisioning and allocating VM instances in clouds was proposed, which is incentive compatible with the M competitive ratio. Performance of the online mechanism was evaluated through experiments. This previous study considered the non-preemptive allocation situation only.

In this study, we consider the preemptive VMs allocation that is different from that examined in other studies. Many aspects of this type of VMs allocation are studied including the total value, completed tasks, actual competition ratio, and total payment. Simultaneously, a grouped mechanism is studied for additional payments.

3. VMs Allocation Online Mechanism Model

Providers of cloud computing provision VMs to users and aspire to maximizing revenue, utilizing resources, social welfare, and/or other objectives. Social welfare refers to the sum of value obtained by each user under a certain allocation. Private clouds are constructed by certain enterprises, institutions, and organizations. The users are limited in the internal members. Private clouds have the advantages such as rapid deployment and resources customization because the same principle applies to them as to public clouds. Compared to maximizing revenue in public clouds, maximizing social welfare is a reasonable goal in private clouds. In this study, we examine the VMs allocation mechanism, whose objective function is expressed as:

\[ \max \sum_{i} v_i \quad \forall i, \pi_i = 1 \]  

(1)
where \( v_i \) is the value user \( i \) obtained if \( \pi_i = 1 \). The definition of \( \pi_i \) is given in equation (2) that follows. However, \( v_i \) denotes private information, which naturally cannot be revealed to cloud providers. Therefore, the mechanism must obtain \( v_i \) from users. A mechanism is truthful or incentive compatible if it can reveal the users’ true private information.

Where the VMs are uniform in our model, \( C \) VMs exist in the cloud resource pool. Users come randomly and must leave at some pre-determined time. Tasks are single-valued, which means the user will hold \( v_i \) if a task is completed, otherwise he or she will hold a value of 0. Tasks are non-parallel and every task requires one VM. In other words, we treat a parallel task as a set of multiple independent non-parallel tasks. When one user arrives, he or she must tell the cloud provider his or her task information \( \theta_i = (a_i, d_i, l_i, v_i) \), where \( a_i \) denotes the arrival time, \( d_i \) refers to the departure time, \( l_i \) denotes the task length, and \( v_i \) refers to the user’s value if the task is completed before departure time. If the VMs allocation mechanism is truthful, the true \( \theta_i \) will be reported. Otherwise, a strategic misreport may be given.

Time is divided into uniform period units and VMs are newly allocated at every unit. VMs allocation is preemptive, meaning that a single VM is held in unit \( t \) by user \( i \) but may be lost in \( t + 1 \) if the task is not completed and it is prior to \( d_i \). For example, when the unit length is 10 minutes, then \((100, 200, 50, 30)\) means that the arrival time is the 100th unit, departure time is the 200th unit, task length is 50 units, and the value is 30 if 50 units are allocated in the user’s lifetime continuously or discretely. The allocated units in user \( i \)’s lifetime \([a_i, d_i]\) is expressed as \( l^a_i \). The allocation is effective if \( l^a_i = l_i \), whereas it is ineffective if \( l^a_i < l_i \), which is described by the following:

\[
\pi_i = \begin{cases} 
1 & \text{if } l^a_i = l_i \\
0 & \text{if } l^a_i < l_i 
\end{cases} \tag{2}
\]

Certainly, superfluous allocation is not required. Therefore, \( l^a_i > l_i \) is not considered. Note that \( \pi^t_i \) refers to user \( i \)’s allocation at unit \( t \). Thus, \( \pi^t_i = 1 \) means that a single VM is allocated to user \( i \) at unit \( t \), and \( \pi^t_i = 0 \) means no VM is allocated.

We define \( \theta_1 < \theta_2 \) if satisfying

\[
(a_1 \geq a_2) \cap (d_1 \leq d_2) \cap (v_1 \leq v_2) \cap (l_1 = l_2) \tag{3}
\]

and at least one restrict < or > is requested. The allocation rule is monotonic
if it satisfies
\[
\pi_i(\theta_i, \theta_{-i}) = 1 \Rightarrow \pi_i(\theta'_i, \theta_{-i}) = 1 \quad \forall i, \theta_i < \theta'_i
\] (4)

4. Preemptive VMs Allocation Online Mechanism

4.1. Mechanism Description

A mechanism includes two rules: allocation and payment. Based on the VMs allocation online mechanism model, our mechanism \( M \) is given by the following rules:

**Allocation rule:** compute every effective user’s priority value
\[
g^t_i = \frac{v_i}{l_i - \lambda e^t_i}, \lambda \in [0, 1] \] (5)
where \( e^t_i \) is the implemented length of user \( i \)’s task up to \( t \) and \( \lambda \) is a constant between 0 to 1 in a certain mechanism. All \( g^t_i \) are sorted in descending order, the first \( C \) users are each allocated one VM respectively at unit \( t \). If several \( g^t_i \) are equal, user \( i \) has a prior authority with the smaller \( a_i \) or earlier submission. Considering higher utility, if the user’s remaining lifetime is less than the remainder task length, the user is ineffective.

**Payment rule:** the result is returned to the user at \( d_i \) and the user’s payment is computed simultaneously. If the task is completed, the user pays a critical value \( v_{ci} \) to the cloud providers. Otherwise, no result is returned and 0 should be paid. The critical value is defined as the lowest value that can guarantee completing the task prior to \( d_i \) if the user reports it to the provider.

4.2. Example

Considering \( \lambda = 1, C = 1 \), and three users, their types are \( \theta_1 = (100, 104, 3, 30) \), \( \theta_2 = (101, 104, 2, 25) \), and \( \theta_3 = (102, 108, 3, 33) \). The allocation process is shown in Table 1, where \( \Phi \) expresses the user who is ineffective and \( allocation = 1 \) in column 100 expresses that the VM is allocated to User 1 in time unit 100. \( g^t_2 = \phi \) in column 100 means User 2 is ineffective because his or her arrival time is 101. \( g^t_1 = \phi \) in column 103, because sufficient time units have been allocated to the User 1. Success or fail in the result column expresses whether \( l_i \) units are allocated to the corresponding user. The payment (critical value) of Users 2 and 3 is 22 for each. The analysis is shown in Tables 2 and 3. In Table 2, Users 2 and 3 maintain fixedness, allocation_1 occurs in \( v_1 = 22 - \epsilon \), and allocation_2 occurs in \( v_1 = 22 + \epsilon \),
where $\varepsilon$ is an arbitrarily small positive number. In Table 3, Users 1 and 3 maintain fixedness, allocation 1 occurs in $v_2 = 22 - \varepsilon$, and allocation 2 occurs in $v_2 = 22 + \varepsilon$. Table 2 shows that the task of User 1 will still be completed if he or she reports the value as $22 + \varepsilon$, but will not be completed if he or she reports the value as $22 - \varepsilon$. Therefore, the critical value of User 1 is 22. Table 3 shows the results of User 2 homoplastically.

Table 1: Allocation process

<table>
<thead>
<tr>
<th>Allocation</th>
<th>100</th>
<th>101</th>
<th>102</th>
<th>103</th>
<th>104</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1^f$</td>
<td>10</td>
<td>15</td>
<td>30</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td>success</td>
</tr>
<tr>
<td>$g_2^f$</td>
<td>$\Phi$</td>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
<td>25</td>
<td>success</td>
</tr>
<tr>
<td>$g_3^f$</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Payment (critical value) of User 1

<table>
<thead>
<tr>
<th>Allocation</th>
<th>100</th>
<th>101</th>
<th>102</th>
<th>103</th>
<th>104</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{1,1}^f$</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>fail</td>
</tr>
<tr>
<td>$g_{2,1}^f$</td>
<td>$\frac{22}{3}$</td>
<td>$\frac{22}{3} - \varepsilon$</td>
<td>$11 - \varepsilon$</td>
<td>$11 - \varepsilon$</td>
<td>$11 - \varepsilon$</td>
<td>fail</td>
</tr>
<tr>
<td>$g_{3,1}^f$</td>
<td>$\Phi$</td>
<td>12.5</td>
<td>25</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td></td>
</tr>
<tr>
<td>Allocation</td>
<td>100</td>
<td>101</td>
<td>102</td>
<td>103</td>
<td>104</td>
<td>Result</td>
</tr>
<tr>
<td>------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>--------</td>
</tr>
<tr>
<td>$g_{1,2}^f$</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>success</td>
</tr>
<tr>
<td>$g_{2,2}^f$</td>
<td>$\frac{22}{3}$</td>
<td>$\frac{22}{3} + \varepsilon$</td>
<td>$11 + \varepsilon$</td>
<td>$11 + \varepsilon$</td>
<td>$11 + \varepsilon$</td>
<td>success</td>
</tr>
<tr>
<td>$g_{3,2}^f$</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Truthfulness of Our Mechanism

For a single-value online mechanism, Lemma 1 has been proved in [15].
Table 3: Payment (critical value) of User 2

<table>
<thead>
<tr>
<th>Time unit</th>
<th>100</th>
<th>101</th>
<th>102</th>
<th>103</th>
<th>104</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allocation_1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>$g^t_{1.1}$</td>
<td>10</td>
<td>15</td>
<td>30</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td></td>
</tr>
<tr>
<td>$g^t_{2.1}$</td>
<td>$\Phi$</td>
<td>12.5</td>
<td>12.5</td>
<td>11 $- \varepsilon$</td>
<td>11 $- \varepsilon$</td>
<td>fail</td>
</tr>
<tr>
<td>$g^t_{3.1}$</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td>11</td>
<td>11</td>
<td>16.5</td>
<td></td>
</tr>
<tr>
<td>Allocation_2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$g^t_{1.2}$</td>
<td>10</td>
<td>15</td>
<td>30</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td></td>
</tr>
<tr>
<td>$g^t_{2.2}$</td>
<td>$\Phi$</td>
<td>12.5</td>
<td>12.5</td>
<td>11 $+ \varepsilon$</td>
<td>22 $+ \varepsilon$</td>
<td>success</td>
</tr>
<tr>
<td>$g^t_{3.2}$</td>
<td>$\Phi$</td>
<td>$\Phi$</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

Lemma 1: The mechanism is truthful if it satisfies the following conditions: (1) no early arrival and no late departures are misreported; (2) the known interesting set exists; (3) the deterministic monotonic allocation rule applies; and (4) the critical value is paid.

Theorem 1: The mechanism $M$ is truthful.

Proof. No early arrival and no late departure misreports is obvious. Users can not attend to the mechanism in advance because programs are not ready or data are not available. Finally, users cannot misreport a late departure in a single-value domain because 0 is held if they obtain the results after the true $d_i$.

The interesting set is defined by:

$$ I \subset \times_t \pi^t_i, t \in \{a_i, \ldots, d_i\} \text{s.t.} \sum_t \pi^t_i = l_i $$

Eq. (6) means that any allocation that includes $l_i$ time units in the lifetime can satisfy the needs of user $i$. A shorter misreport $\hat{l}_i < l_i$ is impossible because inadequate allocated units result in a 0 value to the user. A longer misreport or adding garbage task $\hat{l}_i > l_i$ is also impossible. The allocation is not improved when all other parameters are fixed with $\hat{l}_i > l_i$ because of:

$$ \hat{g}^t_i < g^t_i $$

(7)
where $\hat{g}_i^t = \frac{v_i}{l_i - \lambda e_i^t}$, which means that

$$\hat{\pi}_i = 1 \Rightarrow \pi_i = 1$$

(8)

when $\hat{l}_i > l_i$ and other parameters are fixed.

According to the payment rule, we know that

$$\hat{\pi}_i = 1 \Rightarrow \pi_i = 1$$

(8)

We also know that

$$\hat{v}_i^c > v_i^c \text{ if } \hat{\pi}_i = 1, \pi_i = 1$$

(10)

The users’ misreport $\hat{l}_i > l_i$ result in worse allocation or higher payment. Hence, truthful report $l_i$ is the dominant strategy.

If no VMs are allocated to User 1 in $[a_2, a_1]$ and $[d_1, d_2]$ when $\theta_1 < \theta_2$, then allocating $l_1$ units to User 1 requires that $l_2$ units be allocated to User 2 because of $g_1^t \leq g_2^t$ and $l_1 = l_2$ in $[a_1, d_1]$. If at least one VM is allocated to User 2 in $[a_2, a_1]$ or $[d_1, d_2]$ when $\theta_1 < \theta_2$, then allocating $l_1$ units to User 1 requires allocating $l_2$ units to User 2 because of $g_1^t \leq g_2^t$ and $l_1 > l_2'$ in $[a_1, d_1]$. Thus, our allocation rule is monotonic.

In summary, our mechanism $M$ is truthful.

4.4. Allocation and Payment Algorithm

The allocation and payment algorithms are described in Tables 4 and 5, respectively. $g_j^t(C + 1)$ expresses the priority value of user $j$. This priority value is located in the $C + 1$ position at time unit $t$.

4.5. Competitive Ratio

Because of the random arrival of users, the allocation strategy at $t$ may not be the optimal choice in global opinion. Given period $[a, d]$, the ratio of the value sum between the offline optimal allocation and online allocation is worthy of concern. This ratio is defined as follows.

$$cr = \max \frac{\sum_i v_i, \forall i, \pi_i^* = 1}{\sum_i v_i, \forall i, \pi_i = 1}$$

s.t. $\forall t, \sum_i \pi_i^t \leq C, \sum_i \pi_i^{t*} \leq C$
Table 4: Allocation algorithm

1. allocation()
2. while(1)
3. compute $g^t_i$ for all effective user $i$
4. sort $g^t_i$ in descending order
5. allocation one VM to forgoing $C$ users respectively
6. $t++$
7. end while
8. end allocation

where $\pi_i^*$ and $\pi_i^{\ast*}$ refer to the offline optimum allocation, $\pi_i$ and $\pi_i^t$ refer to the online allocation, and $cr$ is the competitive ratio, which expresses the worst case of offline optimum allocation against the online allocation in all situations. Offline optimum allocation is defined as:

$$\pi^* = (\pi_1^*, \ldots, \pi_N^*) = \text{arg} \ max \sum v_i \forall i, \pi_i^* = 1$$

$$s.t. \forall t, \sum_i \pi_i^{t*} \leq C$$

(12)

where all user types $\theta_i$ are known at the start time $a$ in $[a, d]$. If the (12) is satisfied, the total user value is the maximum.

The following equation

$$cr' = \frac{\sum v_i, \forall i, \pi_i^* = 1}{\sum v_i, \forall i, \pi_i = 1}$$

$$s.t. \forall t, \sum_i \pi_i^{t*} \leq C, \sum_i \pi_i^t \leq C$$

(13)

expresses the actual ratio in a deterministic case. The online allocation is generally not the worst case in this situation.

**Theorem 2:** Given $[a, d]$ satisfying $d - a = T - 1$, $C = 1$, $\lambda = 0$ and $[a_i, d_i] \subseteq [a, d]$, the competitive ratio will be $T - \varepsilon$. 
Table 5: Payment algorithm

1. payment()
2. while(1)
3. if $t == d_i$
4. compute $v^c_i = g_i^j(C + 1) \times (l_i - \lambda e_i)$
   for all $t$, $\pi_i^t == 1$ and $t \in [a_i, d_i]$.
5. select the biggest $v^c_i$
6. allocate repeatedly by $v_i = v^c_i$ in $[a_i, d_i]$
7. if $\pi_i == 1$ repeat 4.~6.
8. end if
9. record $v^c_i$
10. end if
11. end while
12. end payment

Proof. $\exists i$, the user has the highest priority value $\frac{v_i}{l_i}$. Therefore, the worst case is that only a single task is completed and has the lowest value, which occurs with two users $\theta_1 = (a, d, T, v)$ and $\theta_2 = (t, t, 1, \frac{v}{T} + \varepsilon)$, where $t \in [a, d]$. The online allocation is $\pi_1 = 0$ and $\pi_2 = 1$, and the offline optimum allocation is $\pi_1 = 1$ and $\pi_2 = 0$, with a result of:

$$cr = \frac{v}{\frac{v}{T} + \varepsilon} = T - \varepsilon$$

(14)

Corollary 1: Given $[a, d]$ satisfying $d - a = T - 1$, $C = N$, $\lambda = 0$ and $[a_i, d_i] \subseteq [a, d]$, the competitive ratio will be $T - \varepsilon$.

The mechanism should be evaluated for a long period. Therefore, that $cr = T - \varepsilon$ is poor. By contrast, the mechanism satisfies $l_i << T$, so the worst case can never occur. Hence, we focus on the actual ratio $cr'$ through a simulation that uses real records from data centers.
5. Performance Evaluation

To the best of our knowledge, publicly available cloud computing workloads are not currently available. Our simulation data were obtained from [24]. These included many workload logs from large scale parallel systems from various countries throughout the world. We used the RICC-2010 log, which derives from the RIKEN integrated cluster of clusters (RICC) that has operated since August, 2009. RIKEN is an independent scientific research and technology institution of the Japanese government.

More than 400 thousand records are included in the log, acquired over the course of several months. Parameters for this log include submitted time $t_s$, waiting time, running time $t_r$, number of allocated processors $n_p$, and so on. All time is measured in $s$. The non-parallel form is modeled in our study. Therefore, a task with $t_r$ running time using $n_p$ processors is divided into $n_p$ independent tasks each with $t_r$ running time. One allocation time unit expresses 10 min in our simulation. For example, a record consists of $t_s = 1000$, $t_r = 5800$, and $n_p = 64$, which expresses 64 independent tasks, each task having $a_i = 3$, $l_i = 10$ in our simulation. Where $t_s = 1000$, it falls within the second unit, so the task participates in unit allocation from the third unit, expressed as $a_i = 3$. Where $t_r = 5800$, this means that at least 10 units are required to complete the task at least. Recalling the user’s type $\theta_i = (a_i, d_i, l_i, v_i)$, $d_i$ and $v_i$ can not be acquired from the log directly but instead are generated through exponential distribution, where $d_i = a_i + l_i + l_i \cdot \exp(2)$ and $v_i = l_i \cdot \exp(50)$.

We selected 10,000 continuous records from the log. The duration of allocation and payment algorithms is from $t_a^1$ to $\max(t_d^{101}, \cdots, t_d^{10100})$, where $t_a^j$ and $t_d^j$ denote the arrival time and deadline time units, respectively, of the tasks derived from the $j$th record. All tasks that arrive during the aforementioned period participate in the algorithms. However, we record only the task valuations and payments whose arrival time unit is in $[t_{a101}, t_{a10100}]$. Some basic statistics related to the 10,000 records from the log are given in Table 6.

<table>
<thead>
<tr>
<th>Table 6: Statistics of the 10,000 records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total tasks</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>318265</td>
</tr>
</tbody>
</table>
The average capacity is calculated by the following.

\[ C_{avg} = \frac{\sum_i l_i}{t_{10100}^a - t_{101}^a + 1} \]  

(15)

The arrival task distribution at each unit and the task distribution corresponding to \( l_i \) are shown in Fig. 1 and 2, respectively.

The offline optimal allocation in our problem is NP hard. An approximate method is adopted in our simulation. All task value densities (value per unit) that arrive during the algorithmic run are sorted by descending order. We select tasks set \( L \) satisfying

\[ \arg \max \sum_{i \in L} l_i \leq C \times T \]  

(16)

where \( C \) is the number of VMs and \( T \) is the duration units of the algorithm. The total value of the offline optimum allocation is calculated by summing the users’ value arriving in \( [t_{101}^a, t_{10100}^a] \) and contained in \( L \). The total values acquired in offline optimal allocation and online allocation based on different VMs capacity are shown in Fig. 3. The total completed tasks according to different VMs capacity are shown in Fig. 4. Obviously, the total value and completed tasks all increase according to the increase in resource capacity. If
Figure 2: Task distribution to task-length units

Figure 3: Total values according to different capacity

The provider’s resource cost is known, a best resource capacity can be determined. The relationship between $cr'$ and $\lambda$ in a different resource capacity is illustrated in Fig. 5. We discover that the influence is obvious according to inadequate resource capacity. Although completing each unit’s allocation and payment calculation in one unit time (10 minutes in our simulation) is easy, thousands of units exist and different parameters must be repeated
several times. Therefore, we reduce the simulation requirement for an appropriate experiments time for the total payment. One thousand records are used, each of the 16 processor parallel tasks is equivalent to one non-parallel task, and resource capacity is also divided by 16. The total payment and total value according to different capacity are shown in Fig. 6.
The critical value is influenced by the number of users. Therefore, a random grouped pattern is proposed to examine the effect on payments. The cloud VMs pool is divided into several groups and tasks are randomly allocated to certain groups. We still apply our proposed mechanism $M$ to each group. Obviously, user strategy misreports cannot turn to their interesting groups, so the mechanism remains truthful. A five-group simulation is run and a comparison is given in Fig. 7. Results show that the payments (cloud provider revenue) noticeably increase.

In summary, the total value and completed task amounts are positively correlated with the cloud resource capacity. The normally increasing speed of the total value slows down after $C/C_{avg} > 1$, and the private cloud provider can select an appropriate investment of the data center for economic benefits. A good $\lambda$ can increase the efficiency of resources when the capacity is fixed. $\lambda = 0.6$ represents a quality choice when cloud resources are lacking. If private clouds are also interested in revenue, private cloud providers should construct a datacenter having limited capacity because the total payments decrease as resources capacity increases. The grouped preemptive online private cloud allocation mechanism represents an effective balance between total value and total payments.
6. Conclusions

HPC on cloud often employs pay-for-use as a resource strategy. Thus, an auction-based VMs allocation online mechanism is a promising solution for HPC cloud resource allocation-related problems, which are based on the randomly arriving and self-interested users. Promoting social welfare in private cloud is a reasonable goal, but user private information must be revealed. Therefore, in this study we proposed a novel truthful preemptive online mechanism for VMs allocation. We compared our mechanism with the offline optimal mechanism through social welfare using real tasks from a data center. Our mechanism is proven to have a superior actual competitive ratio. We evaluated the major parameter $\lambda$ in the allocation rule. We also examined allocation efficiency between average workloads with the cloud capacity. Our mechanism is a useful solution for VMs allocation in private clouds.
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